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1.
Background

🌇



Fault Localization
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Explanations for FL results are supported by devs
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Kochhar et al. (2016) find that developers felt that FL results should be accompanied with a rationale of the results.



In our own developer study as well, developers expressed similar sentiments on the need of explanations/rationales.

Developer quotes from Kochhar et al.
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In our comparison of FL techniques at the time of writing, only AutoFL and Wu et al. provided a rationale.

However, few FL techniques provide rationales
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Large Language Models (LLMs)
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LLMs are trained over massive natural language data, so they are good at natural language.



LLM context length prevents LLMs from being naively applied to FL.

Application of LLMs to FL is nontrivial
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2.
AutoFL

⚙



Two large “stages” in AutoFL execution

Overview
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Stage 1: Starting prompt for AutoFL
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The starting (“system”) prompt provides general instructions to the LLM.



Stage 1: Bug-specific prompt
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The bug-specific (“user”) prompt provides bug details, along with a hint to start by calling a function.



Stage 1: Iterative calling of functions
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Stage 1: Functions to call (Coverage)
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Stage 1: Functions to call (Codebase)
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Stage 1 terminates when the LLM no longer calls a function, or when it reaches its function call limit (10).

Stage 1: Termination
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The bug-specific (“user”) prompt provides bug details, along with a hint to start by calling a function.

Stage 2: Getting concrete FL results
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Getting final results - example
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Multiple LLM answers are combined to yield a ranking, improving performance and provides a confidence estimate.

Collating multiple LLM runs
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3.
Empirical 
Results

🧑🔬



AutoFL with GPT-4 outperforms all standalone techniques that we compared against.

RQ1: FL performance comparison with baselines
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Combining the result of multiple LLM runs improves the FL performance of AutoFL.

RQ1: Performance gain from reruns

22



In the process of fault localization, AutoFL tends calls functions according to the patterns given above.

RQ1: AutoFL function call patterns
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AutoFL confidence was strongly predictive of FL performance; thus confidence could help improve AutoFL precision.

RQ2: Confidence and FL performance

24



Overall 20% of explanations were accurate; over five runs/bug, at least one explanation was accurate for 56.7% of bugs.

RQ3: Explanation characteristics
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RQ4: Developer study - Setting
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Practice Session

Explain experiment

Given AutoFL results 
(localization & 
explanation)
fix the bug

Check dev understood 
task

Actual Experiment Portion

Given AutoFL results 
(localization & 
explanation)
fix the bug

Submit patch

x2

Interview

Do you 
want 
FL?

Do you 
want 

FL 
expls?

AutoFL 
good/
bad?

…

x16



RQ4: Developer study - Results
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13 developers said FL, even without explanations, 
would be helpful, particularly for unfamiliar code.

FL 
wanted?

Four developers said explanations were necessary; 
eight said they were useful. 

FL expl. 
wanted?

Natural language description of error was helpful;
inaccurate and redundant explanations were not.

AutoFL 
good/bad

Explanations with a clear format, along with dynamic 
values provided, presented with a few hypotheses.

Ideal 
Expl.



4.
Discussion

🗣



Future Directions
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Applying AutoFL to software 
on the industrial scale

Improving the interface for presenting 
explanations generated by AutoFL

Automatically identifying accurate explanations 
from a group of generated explanations

🏭

🕹

✅



Execution results of executable artifacts were predictive of accurate bug explanations.

Predicting Execution Accuracy via Test Generation
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Conclusion

31

Fault localization is a task in which presenting explanations to 
developers is critical for usability.

1

We present AutoFL, which uses an LLM to autonomously inspect 
repository content, localize the fault, and explain the bug.

2

AutoFL shows state-of-the-art method-level FL performance, 
and generated explanations received positively by developers.
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Contact us at sungmin.kang@kaist.ac.kr / gabin.an@kaist.ac.kr 
Find our preprint with the QR code above, or by searching for 
“A Quantitative and Qualitative Evaluation of LLM-Based Explainable Fault Localization”

Read our preprint!
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